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Kinematic Calibration of Parallel Mechanisms:
A Novel Approach Using Legs Observation

Pierre Renaud, Nicolas Andreff, Philippe Martinet, and Grigore Gogu

Abstract—In this paper, a novel approach is proposed for the
kinematic calibration of parallel mechanisms with linear actua-
tors at the base. The originality of the approach lies in the observa-
tion of the mechanism legs with a camera, without any mechanism
modification. The calibration can hence be achieved online, as no
calibration device is linked to the end-effector, on any mechanism
since no additional proprioceptive sensor installation is necessary.
Because of the conditions of leg observability, several camera loca-
tions may be needed during the experimentation. The associated
calibration method does not however require any accurate knowl-
edge of the successive camera positions. The experimental proce-
dure is therefore easy to perform. The method is developed theo-
retically in the context of mechanisms with legs linearly actuated
at the base, giving the necessary conditions of identifiability. Appli-
cation to an I4 mechanism is achieved with experimental results.

Index Terms—Calibration, computer vision, legs observation,
parallel mechanisms.

I. INTRODUCTION

AMONG the proposed architectures for parallel mech-
anisms, structures with linear actuators at the base are

of great interest: inertial effects are lowered, and the use of
modern linear actuators enables one to build mechanisms with
high dynamics. Consequently, many recently developed struc-
tures belong to this class of mechanisms such as Hexaglide [2],
I4 [1], and Orthoglide [3]. Their use is highly dependent on
their accuracy. Compared to serial mechanisms, they may
exhibit a much better repeatability [4], but not necessarily a
better accuracy, because of their large numbers of links and
passive joints [5]. A kinematic calibration is thus needed for
these structures.

The different approaches proposed to perform the kinematic
calibration of parallel mechanisms are based on the minimiza-
tion of an error function which depends on a set of geometrical
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parameters defining the mechanism. With error functions ex-
pressed using the direct kinematic model, similar to the calibra-
tion of open-loop mechanisms, numerical models have gener-
ally to be used, leading to stability and convergence problems
in the identification process [6].

Kinematic constraints on the end-effector or on the kinematic
chains connecting the base and the end-effector, also called the
legs of the mechanism, can be used to obtain redundant informa-
tion and achieve the calibration [7]–[9]. However, accurate con-
straints on large structures are difficult to obtain, and the induced
workspace limitations during the calibration process lower the
identification efficiency [10].

The inverse kinematic model can generally be derived analyt-
ically [4]. Kinematic parameters can therefore be obtained by
comparing the joint encoder values to their estimation using the
model and a pose measurement [11]. Vision enables one to per-
form such a calibration [12]. However, the calibration efficiency
is limited for a large mechanism workspace, as the ratio be-
tween measurement accuracy and measurement volume lowers.
Furthermore, the calibration procedure seems tedious to achieve
online: the end-effector is generally inaccessible or its observa-
tion impossible because of the environment, with, for instance,
lubricant projections in a machine tool.

The use of redundant proprioceptive sensors located in the
passive joints of the legs [6], [7], [13]–[15] remedy the two pre-
vious drawbacks. No external device has to be added to perform
the calibration, and the measurement accuracy is not bound to
the mechanism workspace. Such an approach is also efficient
because the end-effector behavior is closely bound to the de-
scription of the legs. For the Stewart–Gough platform, the in-
verse kinematic model Jacobian matrix is for instance composed
of the Plücker coordinates of the legs [16]. The main drawback
of this calibration method is the need to install the redundant
proprioceptive sensors in the mechanism passive joints, which
has to be planned in the mechanism design.

In this paper, we propose an original approach that combines
the advantages of a method based on the use of an exterocep-
tive sensor and of a method based on redundant proprioceptive
sensors: using a camera to observe the legs of the mechanism,
one can determine from their image their pose with respect to
the camera. This information is closely linked to the mecha-
nism kinematics, such as with a calibration method based on
redundant proprioceptive sensors. Legs can be observed more
easily than the end-effector, so that online identification may be
achieved. At the same time, the use of a camera does not imply
any mechanism modification, and the measurement system may
be easily installed. The parallel mechanisms considered in this
paper are actuated with linear actuators at the base.

1552-3098/$20.00 © 2005 IEEE
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Fig. 1. Perspective projection of a cylinder and its outline in the sensor frame.

In Section II, the information that can be obtained by obser-
vation of the legs of the mechanism is outlined. In Section III,
the mechanism modeling considered during the calibration is
presented, before giving the proposed calibration method in
Section IV. Experimental results obtained on an I4 mechanism
are then introduced, before presenting concluding remarks on
the approach and its further developments.

II. MEASURE FROM THE IMAGE

The kinematic chains connecting the base and the end-ef-
fector are often composed of cylindrical elements, because of
their stiffness and their availability as standard industrial com-
ponents. We hence consider in the following that such elements
can be observed. In this section, the relationship that can be ex-
pressed between the position and orientation of cylindrical ele-
ments of known radius (see the notations in the Appendix) and
their image is outlined in order to make the paper self-contained.

A. Camera Behavior

The image formation is assumed to be modeled by the pinhole
model [17], [18], and the camera is first calibrated [19]. Optical
distortions can then be indeed compensated so that they are not
considered explicitly in the following expressions, and, for the
sake of clarity, a unit focal length is considered.

B. From Image to Pose Estimation

Due to the perspective projection, a cylinder image is com-
posed of two lines (Fig. 1), generally intersecting except if the
cylinder axis is going through the camera center of projection .
We assume that these two lines can be extracted from the images
[20]. Each cylinder generating line , , corresponding
to one line in the image can be defined by its Plücker coordi-
nates [21] where is the unit vector of the cylinder axis
and is defined by

(1)

where is an arbitrary point of and represents the vector
cross product.

By definition, is perpendicular to any vector defined be-
tween and a point of . The equation of , , in
the image plane is therefore expressed as
where and represents the scalar product. Con-
sequently, one can immediately determine the vectors ,

, in the camera frame (Fig. 1).

Fig. 2. Identifiable mechanism: the Delta mechanism with linear actuators at
the base (n = 3) [22].

The cylinder axis direction can therefore be computed from
(1) by

(2)

The distances between the cylinder axis and the generating lines
are equal to the cylinder radius . Simple geometry allows one
to check that the vectors , , are normal to the tan-
gent planes to the cylinder. Hence, any point belonging to
the cylinder axis can therefore be found in the one-dimensional
kernel of

(3)

The determination of the sign of the right-hand side of (3) is
performed in the grayscale image by analyzing the position of
the cylinder with respect to the generating line.

From the observation of a cylindrical element with a camera,
it is thus possible to determine the position and orientation of its
axis in the camera frame. In Section IV, this information is used
for the calibration. In Section III, we present first the mechanism
modeling.

III. MECHANISM KINEMATIC MODELING

A. Mechanism Structure

We consider a parallel mechanism composed of a base,
an end-effector, and kinematic chains connecting them
(Fig. 2—see notations in the Appendix). We consider each
kinematic chain composed of two elements linked in ,

. One element is linked to the base by means of an
actuated prismatic joint. The other is linked to the end-effector
in , , with a spherical, revolute, or universal joint.
The joint in may be a revolute, spherical, or universal joint.
Articulated parallelograms are also considered as possible
elements connected to the end-effector.

B. Hypotheses

Wang and Masory [5] have shown that the influence of
the joint defects on the mechanism accuracy is negligible
compared to the influence of the joint positioning errors for a
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Stewart–Gough platform. This result is considered to be valid in
our context, due to the accuracy of the now available industrial
components, so that the mechanism geometry is defined by
the relative positions of the joint characteristic elements. For
prismatic and revolute joints, these characteristic elements are
their axis unit vector and the position of a point on the joint axis.
A spherical joint is defined only by its center. A universal joint,
which is composed of two perpendicular intersecting revolute
joints, is defined by its center and one revolute joint axis.

The articulated parallelograms are considered to be perfect,
which means that their sides stay parallel by pairs. They can then
be defined for the calibration by equivalent links connecting the
centers of the small parallelogram sides, of dimension equal to
the parallelogram long side. For the sake of notation simplicity,
the centers of the small parallelogram sides will be denominated
as joint centers in the following.

The elements observed with the camera are those connected
to the end-effector. The axes of the cylindrical elements and the
lines joining the points and , , are considered to
be parallel.

C. Kinematic Parameters

For universal or spherical joints, the points and ,
, are the joint centers. For a revolute joint, they are defined

as the intersection between the joint axis and the leg element
axis.

The position of the joint centers , , vary with
the value of the linear actuator encoders. To describe them, we
consider the position when the encoder value of the asso-
ciated linear actuator is equal to zero. The mechanism is then
described by the following kinematic parameters:

• the position of the joint centers between the leg elements
, ;

• the actuator axes , ;
• the axis directions of the revolute and universal joints

located in , if necessary;
• the lengths , , of the elements connected to

the end-effector;
• the position of the joint centers on the end-effector ,

, and, if necessary, the axis directions of the
revolute and universal joints on the end-effector.

D. Defining the Reference Frames

Because of the relative displacements of the legs and the
potential self-occlusions, the calibration method has to be
elaborated considering that it is necessary to use several camera
locations to observe all of the legs while the end-effector
pose varies in the workspace. Several camera frames will be
defined accordingly, so that we identify directly the kinematic
parameters in frames which are intrinsically defined from the
mechanism joints.

• For a spatial mechanism, the frame associated with
the base can be defined from three distinct joint centers

and the end-effector frame defined from three
distinct joint centers . In Fig. 2, the frame definitions
are illustrated for legs. If , the frames are

TABLE I
CALIBRATION METHOD STRUCTURE

defined from three distinct joint centers selected among
the joint centers.

• For a planar mechanism, the joints in and the pris-
matic joints on the base are defined by their relative po-
sitions and the rotation axis perpendicular to the mecha-
nism plane. The base frame can then be defined by
this axis and the position of two joint centers . The def-
inition of requires then only two joint centers as the
mechanism plane is already defined with the base frame.

IV. CALIBRATION METHOD

To identify the kinematic parameters described in the former
section, we propose a calibration method using a camera to ob-
serve the cylindrical elements connected to the end-effector.

To ensure the observability of the legs, the camera is sup-
posed to be located in successive locations (see the nota-
tions in Table V). No assumption is done on these locations or
on the corresponding end-effector poses. The camera relative
positions are indeed not considered to be known accurately and
the end-effector poses can be different for each camera position.
The method is composed of four steps (Table I). The first one
is performed to obtain information in the camera frames and
the kinematic parameters are determined in the three following
steps. It must be outlined that steps 2 and 3 are actually inde-
pendent, which tends to minimize the error propagation in the
calibration process.

A. Step 1—Base Parameter Estimation in the Camera Frames

In the first step, the characteristic elements of the joints on the
base are identified, as well as those defining the joints between
the two elements composing a leg. Let be the th camera
frame, . The parameters associated with one leg are
determinated in two stages.

1) Stage 1: In the first stage, the end-effector is moved to
modify the leg orientation, while locking the corresponding ac-
tuator in a position (Fig. 3). The observation of leg in
different orientations enables one to compute the th joint center

and the joint axis :

• Joint center—The joint located at belongs to the leg
axis, which can be expressed by

(4)

where and are known from Section II. The co-
ordinates of in the camera frame can therefore be
computed by solving the overdetermined linear system ob-
tained by concatenation of the vector equations (4).
As the three equations provided by the cross product for
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Fig. 3. Step 1—Determination of the actuator axis and the characteristic elements of the joint between the leg elements in two stages. Example of a revolute joint.

each pose are not independent, the solution is obtained by
a singular value decomposition. It can be easily proved
that two leg orientations are at least necessary to estimate
the joint center position:

• Joint axis—For a revolute joint, the joint axis unit vector
is perpendicular to the leg axis for the end-effector

poses

(5)

The vector can hence be determined by solving the
overdetermined linear system obtained from the equa-
tions (5). Here again, two different leg orientations are
necessary to estimate the vector.

For a universal joint, if the revolute joint axis orientations
have an influence on the mechanism kinematics, they will be
estimated in the fourth step.

2) Stage 2: In the second stage, the joint center is dis-
placed using the corresponding actuator to a new position .
The actuator encoder gives us the value of the displacement

between the two positions and . By repeating the
first stage procedure for the new joint center position , the
prismatic joint unit axis can then be easily determined from

(6)

In the previous equation, the only unknown term in the camera
frame is the vector . Using at least four leg images, the char-
acteristic elements of the prismatic joint and the joint located
between the leg elements can finally be estimated in the camera
frame. One may notice that it is possible then to express the joint
center position in the camera frame for any actuator position
and in particular for the actuator encoder zero value .

B. Step 2—Parameter Estimation in the Base Frame

1) Principle: At the end of the first step, the characteristic
elements of some joints located in , , or on the base
are determined in different camera frames . Expressing
these elements in the base frame requires the knowledge of the

successive camera poses with respect to the base. Designing
a system to impose accurately the different camera locations
would be expensive and its use restricting, so that the different
camera poses with respect to the base are computed. This com-

putation can be achieved explicitly, introducing the cor-
responding unknowns, or implicitly by directly searching the
kinematic parameters in the base frame. The latter solution is se-
lected since it enables one to keep the number of parameters to
identify independent from the number of camera locations. Fur-
thermore, the need of a priori knowledge of the homogeneous
transformations between the base and the camera frames
is suppressed, which is of great interest as the camera frames are
not physically measurable. To determine the kinematic param-
eters in the base frame, an error function is expressed using the
invariance of the scalar product with Euclidian transformation.
Scalar products are expressed both in the base frame and in the
successive camera frames.

2) Error Function: For a given camera frame , legs
are considered observable for any end-effector pose. Let be
the revolute joint number among the joints of center .
and are, respectively, the set of observable legs and the set
of observable legs for the camera position with revolute
joints in .

The position of the joint centers , , when the ac-
tuator encoder values are equal to zero are estimated in the first
step in the camera frames, as well as the actuator axes and the
revolute joint axes. From the positions , ,
independent vectors , , can be computed. The
actuator axes , , and revolute joint axes ,
are also known in the camera frames. One can then constitute a
vector set of independent vectors

(7)

Consequently the kinematic parameters in the base frame
are determined by nonlinear minimization of the error

function

(8)

where is the number of successive camera frames and
and are two elements of and representing the frame

used to express the terms of .
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3) Identifiability: Two necessary conditions must be ful-
filled to identify the kinematic parameters in the base frame.

1) Each leg of the mechanism has to be observed for at least
one camera position to ensure that the corresponding kine-
matic parameters are included in .

2) The number of independent equations contained in has
to be greater or equal to the number of kinematic param-
eters. For a spatial mechanism, three parameters are nec-
essary to define the relative positions of the joints used
to define the base frame. Three parameters are necessary
for each additional joint center and two parameters for a
revolute joint axis or actuator axis. The number of pa-
rameters to identify is then equal to

(9)

where is the number of legs and is the number of legs
with revolute joints in .

For a planar mechanism, two parameters are necessary to de-
fine the relative positions of the joint centers used to define the
base frame as well as the vector perpendicular to the mecha-
nism plane. Any additional joint only requires two parameters
for its center and one parameter for an actuator axis. The revo-
lute joint axes are perpendicular to the mechanism plane so that
the number of parameters to identify is equal to

(10)

From the elements of , independent
scalar products can be expressed between the vectors ,

, . It is also possible to compute scalar
products between the vectors , , and products
between the actuator axes , . Considering also the
scalar products between the three types of vectors, the second
necessary identifiability condition can be expressed by

(11)
The two identifiability conditions are necessary to perform

the identification. Their sufficiency depends on the movements
of the legs, which is specific to the mechanism.

At the end of this second step, all of the kinematic parameters
related to the actuators and the joints between the leg elements,
except those describing the revolute joint axes, are identified in
the base frame.

C. Step 3—Identification of the Length of the Elements
Connected to the End-Effector

1) Principle: At the end of the first step, one can express
the position of the joint center between the two leg elements
for any end-effector pose. The position of the joint center
can hence be written as a function of the length of the element
connected to the end-effector

(12)

where (respectively ) the position of for the
th end-effector pose and the unit axis vector of the ob-

served element, determined from its image. An error function is
introduced by considering like Notash [23] the invariance of the
distances between the joint centers on the end-effector.

2) Error Function: The invariance of the distance between
two joint centers and can be expressed by

(13)
using (12) to compute the vectors . The lengths ,

, of the elements connected to the end-effector are
therefore determined by nonlinear minimization of the error
function

(14)

3) Identifiability: The estimation of the lengths ,
, is possible if, first, all of the legs are observed

at least once with the successive camera locations, which is
already a necessary condition in the second step. The number
of independent equations contained in also has to be greater
or equal to the number of lengths to identify

(15)

At the end of the third step, all of the lengths of the elements
connected to the end-effector are identified. It is important to
note that this step is independent from the previous one. No error
propagation hence occurs.

D. Step 4—Parameter Estimation in the End-Effector Frame

In the fourth step, all of the parameters related to the joints on
the end-effector are identified. The axes of the universal joints
located between the leg elements are also identified if necessary.

1) Joint Centers: The previous step enables one to deter-
mine the values of the distances . The relative positions
of the joint centers , , are therefore estimated by ex-
pressing the distance invariance with Euclidian transformation
and finally minimizing the error function

(16)

To do so, each leg has to be observed at least once with the
camera, which constitutes the first identifiability condition. The
number of equations contained in (16) also has to be greater
than or equal to the number of parameters needed to define the
joint center , , positions in the end-effector frame. For a
spatial mechanism, three parameters are necessary to define the
positions of the three joint centers used to define the end-effector
frame. Three parameters are also needed for each joint center
remaining, so that the number of parameters to identify is
equal to

(17)
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For a planar mechanism, as the plane has already been defined
with the joints on the base, only one parameter is needed to de-
fine the relative positions of the joints defining the end-effector
frame, and two parameters are needed for any other joint, so that
the number is then equal to

(18)

The second identifiability condition is then

(19)

2) Revolute Joint Axes: The position of the joint centers
, , is then known in the end-effector frame and

in some camera frames , . The homogeneous
transformation between each frame

and can hence be estimated by expressing the
coordinates of in the camera frames as a function of the
transformation

(20)

The relation (20) provides us with two independent equations
for one end-effector pose and for one observed leg. Three legs
are thus needed to compute the six parameters defining the trans-
formation as

(21)

From , it is then possible to express the legs orientations
, , and the position of the axes points ,

, in the end-effector frame. The determination of the
revolute joint axes is then similar to the one achieved in the first
step. Two leg orientations are needed. For a planar mechanism,
this computation is not needed as the revolute joint axes are
determined in the second step.

3) Universal Joint Axes: After the first and second steps, the
joint centers are expressed in the base frame and in
the camera frames . The computation of the transforma-
tion is therefore similar to the determination of
achieved in the previous paragraph, using the relation

(22)

Three legs have to be observed simultaneously. In such a case,
the knowledge of and allows one to compute
and identify the universal joint axes with an error function based
on the inverse kinematic model.

E. Extension of the Method

The calibration method presented here allows one to identify
the kinematic parameters defining mechanisms with legs con-
necting the base and the end-effector. For some mechanisms like
the I4 [1], the element on which the legs are connected is articu-
lated. The calibration method can easily be adapted, as we will
demonstrate in the next section, by modifying the error func-
tions to take into account the mobility of the elements.

One may notice that the method has been presented assuming
that one camera is placed in different locations. Several

Fig. 4. I4 mechanism—general view and experimental setup.

cameras may be used to reduce the experimental procedure. The
number represents then the total number of locations of the
different cameras.

V. APPLICATION—THE I4 MECHANISM

A. Mechanism Structure

The I4 mechanism [1] is a 4-DOF mechanism actuated by
four linear actuators fixed on the base [Fig. 4(a)]. Four legs,
constituted by articulated parallelograms, link the actuators to
a traveling plate which itself supports the end-effector. The par-
allelograms are articulated with spherical joints. Since these
parallelograms are designed to be identical, the traveling plate
displacements are only composed of translations, and the paral-
lelogram sides stay parallel by pairs. The end-effector can be
translated in three directions, and rotated by the relative dis-
placement of the two plate parts [Fig. 5(b)], using two rack-and-
pinion systems.

Contrary to the description of the mechanism performed in
Section III, the element connected to the legs of the mechanism
is not the end-effector. This induces some slight modifications
of the parameterization and the calibration method that will be
presented. Moreover, modeling is also modified to take into ac-
count the manufacturing tolerances.

B. Modeling

1) Hypotheses: As mentioned in Section II, the articulated
parallelograms are modeled by equivalent elements of same
length linked in , and , [Fig. 5(a)].

Because of the manufacturing tolerances, some assumptions
that were made during the design of the mechanism are consid-
ered to be valid for the calibration: the actuator axes are consid-
ered parallel and coplanar, as well as the points , ,
and located on two lines [Fig. 5(a)]. The four parallelograms are
considered to be identical with a length .

2) Parameterization: The base frame
is defined using as the frame origin the joint center position
when the corresponding actuator encoder value is equal to zero.
The four points , are located in the plane
and parallel to the axis.

The end-effector is connected to the traveling plate elements
with a revolute joint and two rack-and-pinion systems. There-
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Fig. 5. I4 mechanism geometry. (a) Mechanism. (b) Traveling plate.

fore, the end-effector frame cannot be de-
scribed using the joints between the end-effector and the legs,
as proposed in Section II. Here, the origin of the end-effector
frame is defined as the intersection between the axis of the rev-
olute joints and the plane containing the points ,
[Fig. 5(b)]. The orientation of the vectors and is selected
to be the same as and when the lines and
are parallel to . The end-effector pose is defined by the posi-
tion of the end-effector frame origin and its orienta-
tion with respect to the base frame.

3) Kinematic Parameters: Because of the design assump-
tions, the number of parameters needed to define the location
of the joint centers , , and the actuator axes is re-
duced compared to the modeling presented in Section II. Four
parameters are needed: the distance between the two actu-
ator axes and three encoder offsets , , so that

(23)

The relative position of the joint centers , , is de-
fined by the dimensions and . One parameter expresses
the parallelogram length. Seven parameters finally define the
mechanism geometry: ( , , , , , , and ).

C. Calibration Method

The calibration method presented in Section III is applied to
the I4 mechanism. First, it should be noticed that, due to the
mechanism geometry, it is possible to observe the four legs si-
multaneously (Fig. 6) with one camera position: in the
following. Second, some slight modifications are needed to take
into account the existence of the traveling plate between the legs
and the end-effector as follows.

1) Step 1: The end-effector is displaced while sequentially
locking the actuators. For each locked actuator, the position of
the corresponding spherical joints that compose the articulated
parallelograms can therefore be determined in the camera frame
(Fig. 7). From each couple of spherical joints, one can then com-
pute the joint center , , in the camera frame. As
points and are aligned with the actuator axes, as well as

and , only the first stage of step 1 is needed for each joint
to determine the actuator axis in the camera frame. The po-
sition of the points , , for the actuator zero encoder
value can hence be also determined. One may notice that the
unit vector perpendicular to the plane containing the joint
centers can be computed at the same time, and consequently the
unit vector also.

Fig. 6. Leg image with the camera.

Fig. 7. Identification of the joint centers in the camera frame.

2) Step 2: The joint centers , , are defined in
the base frame by four parameters: ( , , , and ). Due
to the mechanical design, the actuator axes are parallel to the
vectors and . No kinematic parameter is then nec-
essary to define them. The vector set (7) is then reduced to

(24)

with

Six independent equations can be expressed from the ele-
ments of , which ensures the identifiability of the four kine-
matic parameters.

3) Step 3: Only the distances and are in-
variant with an end-effector pose modification. Therefore, the
error function just takes into account these two distances.
Two independent pieces of information can be obtained, so that
the identifiability of the parameter is ensured.

4) Step 4: The use of the error function introduced in the
third section is simplified here because of the mechanism de-
sign. The distances and included in the error
function are only depending on the parameter , which is
therefore immediately determined. To determine the other di-
mension , the relative displacement of the two traveling plate
elements has to be taken into account. The distance between
(respectively ) and ( ) along is constant and known
in the camera frame, with, for instance

(25)
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TABLE II
A PRIORI AND IDENTIFIED KINEMATIC PARAMETERS

The corresponding distance is hence also immediately
identified.

D. Experimental Setup

A 1024 768 CCD camera with a 3.6-mm lens is located on
the base of the mechanism so that the four legs are observable, as
well as a calibration board linked to the end-effector [Figs. 4(b)
and 6]. The calibration board is composed of 16 white dots that
enables one by their observation to perform end-effector pose
measurements to evaluate the calibration efficiency. Five poses
are considered for each joint location determination in step 1).
Another 20-pose set is used for steps 2)–4).

E. Experimental Results

The accuracy of the determination of the spherical joint cen-
ters in step 1) can be estimated from the residuals of (4). For
this experiment, the joint centers location is determined with an
accuracy of the order of 1 mm, which is probably due to the er-
rors in the compensation of the optical distorsions and the lim-
ited resolution of the camera sensor. The kinematic parameters
identified in the other three steps are indicated in Table II with
the a priori values. The parameter value modifications are no-
ticeable, with variations of the order of several millimeters.

The calibration board linked to the end-effector can be used
to evaluate the accuracy improvement using the identified pa-
rameters. Its observation enables us to measure its pose with
respect to the camera. The end-effector displacement between
two poses can therefore be estimated from these poses measure-
ments. On the other hand, the end-effector displacement can be
estimated using the direct kinematic model, the proprioceptive
sensor values recorded during the experiment and a kinematic
parameter set, either identified or estimated a priori. If the es-
timated displacements are equal to the real ones, the gaps be-
tween the measurements and the estimated displacements are
equal to the measurement noise, which has been previously eval-
uated to be zero-mean with standard deviation in the order of
0.2 mm. The average value of the gaps for a set of measurements
should then tend to be equal to zero, and the standard deviation
equal to the standard deviation of the measurement noise. For
the 20-pose set used during the calibration, the average value is
reduced from 63 to 3.4 m and the standard deviation of the
errors is reduced from 0.53 to 0.33 mm. The gap between es-
timated displacements and vision-based displacement measure-
ments is hence lowered significantly using the identified kine-
matic parameters.

TABLE III
NOTATIONS RELATED TO THE IMAGE FORMATION

TABLE IV
NOTATIONS RELATED TO THE GEOMETRY OF THE MECHANISM

VI. CONCLUSION

Parallel mechanisms with linear actuators at the base are of
great interest for applications where high dynamics are required.
Like serial mechanisms, they need a kinematic calibration to
improve their accuracy. In this paper, we proposed an original
approach to achieve the calibration process by observing the
legs with a camera. The ease of use and the absence of mech-
anism modifications due to the use of an exteroceptive sensor
are combined with the advantage of having information directly
bound to the mechanism kinematics, similar to methods based
on the use of redundant proprioceptive sensors. The associated
method has been developed from a theoretical point of view,
giving identifiability necessary conditions as a function of the
mechanism geometry. An evaluation has been then performed
on an I4 mechanism, with a noticeable accuracy improvement
according to vision-based pose measurement. Further develop-
ments concern first the calibration robustness to the measure-
ment noise, with an influence analysis of the number of poses.
Besides, the accuracy of the leg measurements is intrinsically
bound to their pose with respect to the camera. The calibration
efficiency will hence also be improved by an optimal selection
of the poses for calibration and the camera locations with re-
spect to the mechanism base. The optimization of this offline
calibration process will then lead to the dynamic and online cal-
ibration of the mechanisms, which will necessitate taking into
account the possible inertial effects.
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TABLE V
NOTATIONS RELATED TO THE CALIBRATION PROCEDURE

APPENDIX

See the notations provided in Tables III–V.
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